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Design	
  Ra0onale:  Honeybee  nest  site  selec2on  
-­‐ Spontaneous  discovery/abandonment  of  poten2al  sites  
-­‐ Recruitment  of  scouts  for  high  quality  sites  
-­‐ Cross-­‐inhibi2on  to  break  decision  deadlocks  

+AAains  near-­‐op2mal  speed-­‐accuracy  tradeoff  
+No  need  of  direct  comparison  between  op2ons

Macroscopic description: infinite-size, deterministic, time/state-space continuous Let us consider a population of N
agents. At the macroscopic level, we model the population fractions of committed agents Yi = Ni/N (with Ni the number
of agents committed to option i) and the fraction of uncommitted agents YU = NU/N (with NU the number of uncommitted
agents). Agents change their commitment state through four different processes: discovery (g), abandonment (a), recruitment
(r) and cross-inhibition (s ).

We extend the model for binary decisions proposed in3 to the best-of-n decision problem. The model describes the mean
system behaviour as a system of n coupled ODEs and an algebraic equation for mass conservation:

⇢
Ẏi = giYU �aiYi +riYiYU �Â j 6=i s jYiY j
YU = 1�Âi Yi

(1)

Each differential equation in (1) describes the variation of the fraction of agents in each population. The fraction of agents
committed to option i 2 {1, . . . ,n} increases through the discovery of option i (at a rate gi) and through recruitment proportional
to the population committed to i (at a rate riYi). Conversely, the fraction decreases through abandonment (at a rate ai) or
through cross-inhibition proportional to the contrasting populations (at a rate Â j 6=i s jY j,). All model parameters represent the
rate at which agents change their commitment state. Therefore, we assume all model parameters to be non-negative:

ai,gi,ri,si � 0, i 2 {1, . . . ,n}. (2)

For a decision-making problem based on the quality of the available options, all model parameters could be linked to the option
quality vi:

ai = f
a

(vi), gi = f
g

(vi), ri = f
r

(vi), si = f
s

(vi), (3)

where each function describes a specific relationship between transition rate and option quality (see4 for an example).
This model describes the average proportion of agents in each population for a system with an infinite number of agents.

It is deterministic and continuous in time and in the state space. The model can be exploited to determine the macroscopic
behaviour corresponding to a given parameterisation, and to provide constraints to the possible parameterisations in order to
obtain a desired system behaviour. This ultimately translates in constraints in the design of the relationship between option
quality vi and transition rates gi, ai, ri, and si.

Macroscopic description: finite-size, stochastic, time continuous, state-space discrete The mean-field model can be
derived from a Markov process.3 We can represent the generalised case for best-of-n decisions through chemical reactions
representing agents changing their commitment state, either spontaneously or by interacting with other agents:

CU
Q

gi��! Ci

Ci
Q

ai��! CU

CU +Ci
Q

ri��! 2Ci

Ci +Cj
Q

s j��! CU +Cj, i 6= j

(4)

where the Q
li ,l 2 {a,g,r,s} represent reaction constants.5 Starting from the above description, it is possible to derive the

master equation, which describes the time evolution of the system as a stochastic, discrete-state process. More precisely, the
master equation describes the time evolution of the probability mass function related to each possible state in which the system
can be found:

d

d t
P(N, t) =

4n

Â
k=1

[bk �P(N, t)Qk], 8N (5)

where N = hNU ,N1, . . . ,Nni corresponds to the system state, and the term bk is the probability that the system is one transition
k “away” from state N at time t, and undergoes the transition k in (t, t +d t). The quantities Qk are defined as follows:

Q1 = NUQ
g1 Q2 = N1Qa1

Q3 = NU N1Qr1 Q4 = Â j 6=1 N1NjQs j

. . .

. . .

. . .
Q4n�3 = NUQ

gn Q4n�2 = NnQan

Q4n�1 = NU NnQrn Q4n = Â j 6=n NnNjQsn

(6)
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Problem:  Best-­‐of-­‐n  collec2ve  decisions  
-­‐ Set  of  n  op2ons  not  known  a  priori  
-­‐ Each  op2on  i  is  characterised  by  quality  vi  
-­‐ GOAL:  select  the  best  (or  equal-­‐best)  op2on

Name:  Collec2ve  decisions  through  cross-­‐inhibi2on
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Design  PaAern
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Solu0on	
  

-­‐ mul2-­‐level  descrip2on  and 
implementa2on  guidelines  

-­‐ rules  to  convert  parameters  
-­‐ effects  of  different  interac2on  paAerns
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dA = 1.5
ODEs
Gillespie
M−A homog.
M−A heterog.
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dA = 3.5
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